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Abstract

Concurrent molecular dating of population and species divergences is essential in many biological investigations, including phylogeography, phylodynamics, and species delimitation studies. Multiple sequence alignments used in these investigations frequently consist of both intra- and inter-species samples (mixed samples). As a result, the phylogenetic trees contain inter-species, inter-population, and within population divergences. To date these sequence divergences, Bayesian relaxed clock methods are often employed, but they assume the same tree prior for both inter- and intra-species branching processes and require specification of a clock model for branch rates (independent vs. autocorrelated rates models). We evaluated the impact of using the same tree prior on the Bayesian divergence time estimates by analyzing computer-simulated datasets. We also examined the effect of the assumption of independence of evolutionary rate variation among branches when the branch rates are autocorrelated. Bayesian approach with Skyline-coalescent tree priors generally produced excellent molecular dates, with some tree priors (e.g., Yule) performing the best when evolutionary rates were autocorrelated, and lineage sorting was incomplete. We compared the performance of the Bayesian approach with a non-Bayesian, the RelTime method, which does not require specification of a tree prior or selection of a clock model. We found that RelTime performed as well as the Bayesian approach, and when the clock model was mis-specified, RelTime performed slightly better. These results suggest that the computationally efficient RelTime approach is also suitable to analyze datasets containing both populations and species variation.
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Introduction

Divergence times derived from molecular data have become critical for elucidating earth’s historical processes that have shaped the evolution of life (Hedges, Marin, Suleski, Paymer, & Kumar, 2015; Ho, 2014; O’Reilly, dos Reis, & Donoghue, 2015). Recent biological timescales of closely-related taxa are generally built in the context of phylogeographic, phylodynamics and species delimitation studies (Esselstyn, Evans, Sedlock, Anwarali Khan, & Heaney, 2012; McCluskey & Postlethwait, 2015; Mello, Vilela, & Schrago, 2018; C. Wang, Shikano, Persat, & Merilä, 2015). Divergence times are usually estimated from molecular data with multiple individuals per species sampled. Consequently, both inter- and intra-species divergences (nodes) are present in the same phylogenetic tree, such that both speciation and population processes are at play. Such datasets are becoming increasingly common (Edwards, Shultz, & Campbell-Staton, 2015; Lemmon & Lemmon, 2012; Manzanilla et al., 2018; McCormack, Hird, Zellmer, Carstens, & Brumfield, 2013; Melville et al., 2017; Merwe, McPherson, Siow, & Rossetto, 2014).

In order to accurately infer divergence times in datasets with a mixture of micro- and macro-evolutionary events, a multispecies coalescent (MSC) approach would be highly appropriate, because it explicitly accounts for conflicts between gene genealogies and the species tree by modelling incomplete lineage sorting (ILS) across lineages (Degnan & Salter, 2005; Edwards & Beerli, 2000; Heled & Drummond, 2010; Maddison, 1997; Rannala & Yang, 2003; Takahata, 1989; Takahata & Nei, 1985; Yang & Rannala, 2014). However, MSC is not often applied because computational times required to estimate divergence times are still impractical for contemporary data sizes, even though some recent advances have been made to reduce the computational burden (Ogilvie, Bouckaert, & Drummond, 2017; Ogilvie, Heled, Xie, & Drummond, 2016; Rannala & Yang, 2017; Xu & Yang, 2016). Moreover, it currently requires a priori delimitation of species limits and, for some implementations, the assumption of strict molecular clocks (Heled & Drummond, 2010; Xu & Yang, 2016; Yang, 2015).

Instead, researchers frequently use the standard Bayesian framework, mainly the BEAST software (Bouckaert et al., 2014; dos Reis & Yang, 2011). BEAST software requires specification of priors, including models that describe the branching pattern (tree prior) and that assume the absence of autocorrelated branch rates (ABR). The
commonly used tree priors in BEAST analyses are those that describe speciation processes, e.g., Yule (Yule, 1924) and birth and death (BD) (Feller, 1939; Kendall, 1948), and within-species population processes, e.g., coalescent priors considering a constant population size or an exponential growth (Kuhner, Yamato, & Felsenstein, 1995, 1998). Yule and BD priors model macro-evolutionary events, so their use to describe intra-species divergences would improperly assume these divergences to be like speciation events rather than due to intra-population coalescence. On the other hand, the use of coalescent priors may bias time estimation of ancient inter-species divergences, like the tMRCA (time to the most recent common ancestor) of a whole genus or several extant species.

Currently, in the standard Bayesian molecular dating, there is no composite tree prior that account for macro- and micro-evolutionary processes in estimating divergence times. Therefore, it is critical to investigate whether the divergence times produced by Bayesian methods are robust to the selection of tree prior and to the application of only one tree prior for trees with mixed samples. Also, the relaxed clock method in BEAST assumes that there is no autocorrelation of evolutionary rates among branches. However, recent evidence suggests that autocorrelated branch rates are likely to be the norm (Tao, Tamura, Battistuzzi, & Kumar, 2019), so the impact of rate model misspecification in using BEAST needs to be evaluated.

Ritchie et al. (2017) have already conducted some simulations to evaluate the impact of tree priors on time estimates in BEAST. In their study, they only considered the case where data were simulated under an independent branch rate (IBR) model and with incomplete lineage sorting (ILS) (Table 1). Therefore, we do not yet know the impact of using a single tree prior on time estimates in BEAST under many other scenarios, such as an ABR model and the absence of ILS. Furthermore, Ritchie et al. (2017) did not evaluate the performance of any non-Bayesian method. For example, RelTime has been shown to work well for trees consisting exclusively of interspecies divergences (Mello, Tao, Tamura, & Kumar, 2017; Tamura, Tao, & Kumar, 2018), so its absolute and comparative performance will inform about its suitability for use in datasets containing both inter- and intra-species sampling. Thus, we conducted many simulated analyses that present a significant advance beyond Ritchie et al. (2017).
Table 1. They uniquely provide insights into many questions that are faced by practitioners in molecular dating studies.

Material and methods
We analyzed simulated datasets to test the performance of a Bayesian approach (BEAST) (Drummond, Ho, Phillips, & Rambaut, 2006) and RelTime method (Kumar, Stecher, Li, Knyaz, & Tamura, 2018; Tamura et al., 2012). Simulations provide valuable means to test the reliability of inferred node ages because the actual time is known, and the impact of many biologically realistic conditions can be explored, including the presence/absence of autocorrelation of branch rates across the tree (ABR vs. IBR model) and incomplete lineage sorting (ILS vs. no-ILS) (Fig. 1).

Computer Simulated Datasets
We considered two distinct scenarios to simulate datasets with a mixed sampling of intra- and inter-species sequences. First, we assumed that there was complete lineage sorting (no-ILS), which represents the baseline scenario for understanding sources of error. In no-ILS phylogenies, all species are reciprocally monophyletic and speciation times are concordant with the divergence of sequences (e.g., Fig. 1a-c). Second, genealogies were simulated within species phylogeny under the MSC approach, which resulted in ILS. In this case, the sequence phylogeny is not fully concordant with the species tree, and species are not automatically monophyletic (e.g., Fig. 1d-f). The ILS scenario allowed us to assess the performance of methods under more complex evolutionary histories.

The no-ILS phylogenies contained ten species and were simulated assuming a Yule process with $\lambda = 0.11$ (speciation rate) and a root height of 10 million years (Ma) in the TreeSim R package (Stadler, 2011). Then, the ms function from phyclust R package, which generates coalescent trees under a modified Hudson (2002)’s neutral model, was used to simulate coalescent trees under constant population size with ten samples ($k = 10$) (Chen, 2011; Hudson, 2002). Assumed generation time was 20 years, and effective population size ($N_e$) was 50,000. Coalescent trees were then “pasted” at each tip (species) of the phylogeny while keeping the expected phylogeny ultrametric because all the sequences were contemporaneous. For phylogenies with ILS, the same procedure and parameters were used to estimate species phylogenies (Yule...
process with ten species, \( \lambda = 0.11 \), and root height = 10 Ma). Then, single gene
genealogies were simulated in Phybase R package (Liu & Yu, 2010) with a constant
scaled population parameter (theta) of 0.014 and ten individual samples per species,
which is equivalent to the configuration used to simulate coalescent trees in the
scenario without ILS. An evolutionary rate of \( 3.5 \times 10^{-9} \) substitutions/site/year (Endicott
& Ho, 2008) was used, and one hundred datasets were obtained for both ILS and no-
ILS analysis.

We simulated three different types of evolutionary rate variation among
branches: constant branch rates (CBR, Fig. 1a and d), independent branch rates (IBR,
Fig. 1b and e), and autocorrelated branch rates (ABR, Fig. 1c and f). In CBR, the
evolutionary rate of \( 3.5 \times 10^{-9} \) substitutions/site/year was applied to all branches of the
phylogenies. In IBR, branch rates were allowed to randomly vary as much as fifty
percent of the mean (Tamura et al., 2012). In ABR, we used modified functions from
NELSI R package (Ho, Duchêne, & Duchêne, 2015) using \( 3.5 \times 10^{-9} \)
substitutions/site/year as the initial rate and a correlation parameter (\( v \)) of 0.01
(Kishino, Thorne, & Bruno, 2001). Sequences were simulated in seq-gen (Rambaut &
Grass, 1997) under HKY substitution model (Hasegawa, Kishino, & Yano, 1985) to
generate alignments of 10,000 sites with equilibrium frequencies and
transition/transversion ratios sampled from an empirical distribution (Rosenberg &
Kumar, 2003). Thus, we simulated six scenarios: CBR – no-ILS, IBR – no-ILS, ABR –
no-ILS, CRB – ILS, IBR – ILS, and ABR – ILS, each of which contains 100 simulated
datasets.

Analysis of simulated data
Bayesian divergence times were estimated by using BEAST v2.4.7 (Bouckaert et al.,
2014) and RelTime estimates were obtained using MEGA 7 (Kumar, Stecher, &
Tamura, 2016; Tamura et al., 2012). Correct substitution model (HKY) and topologies
were used in all the dating analyses to prevent confounding errors from phylogeny
inference and divergence time estimation.

In BEAST, the root height was calibrated with a normal prior density with mean
1.0 and standard deviation of 0.05. This was done to exclude the effects of multiple
calibrations and the interaction between them, which can impact the results
considerably (Battistuzzi, Billing-Ross, Murillo, Filipski, & Kumar, 2015; dos Reis et al.,
2018; dos Reis et al., 2015; Duchêne, Duchêne, Holmes, & Ho, 2015). Node ages were inferred based on the Yule (pure birth, BEAST-Yule) and birth-death (BEAST-BD) speciation processes in BEAST, both with default settings, in order to test the performance of distinct Bayesian tree priors. BEAST was also run with coalescent priors, namely the constant population size (BEAST-Constant) and the skyline coalescent (BEAST-Skyline) with default settings (Drummond, Rambaut, Shapiro, & Pybus, 2005). In all analyses, ESS (effective sample sizes) values were checked with the function `effectiveSize` from coda R package (Plummer, Best, Cowles, & Vines, 2006), after discarding the burn-in period.

In RelTime, one does not need to specify a tree prior, a clock model for evolutionary rates, or a statistical distribution to describe the heterogeneity of branch rates (Tamura et al., 2012, 2018). RelTime computes relative times and lineage rates directly from the branch lengths that are inferred from the molecular sequences (Tamura et al., 2012, 2018). Calibrations are also not a prerequisite to estimating divergence times, and so all RelTime inferred times are relative to the height of the ingroup root node.

**Measures**

To compare estimated and true times, we report two primary metrics. One is the normalized time difference ($\Delta t$), which was computed for each node in every phylogeny analyzed. $\Delta t$ is the difference between the estimated and the true divergence time divided by the true time. For no-ILS phylogenies, we report $\Delta t$ for within-population, coalescent, and interspecies comparisons in order to evaluate performance for these three distinct evolutionary levels. However, such a distinction is not possible for ILS datasets. Therefore, we also conducted a linear regression between all the estimated and true times in a phylogeny. The slope of the linear regression through the origin is referred to as the time slope, which is reported alongside the standard $R^2$ statistic.

**Results**

We carried out a total of 2,400 BEAST analyses for 600 simulated datasets, as four different tree priors were applied for each dataset. The RelTime analysis was conducted only once for each dataset, as RelTime does not require specification of a tree prior. RelTime calculations completed in less than 2 minutes for every dataset, but
BEAST analyses took orders of magnitude longer (e.g. Battistuzzi, Billing-Ross, Paliwal, & Kumar, 2011). Also, several BEAST’s MCMC calculations did not reach acceptable ESS values (≥200) even with chain lengths that exceeded one hundred million generations and took ~12 hours to run on an Intel Core i7® iMac @ 4GHz machine. This problem was encountered frequently in BEAST-Yule analyses; they failed for 15% and 32% of no-ILS datasets for IBR and ABR models, respectively. For ILS datasets, 4%, 5% and 3% of ABR replicates in BEAST-Yule, BEAST-BD and BEAST-Skyline did not reach ESS values greater than 200. We excluded these datasets from further consideration and present the results based on the remaining datasets for BEAST analyses.

**Performance for Constant Rate Phylogenies**

Biologically, no-ILS phylogenies in which sequence evolved with a constant rate (CBR model) represent the simplest, baseline scenario. For these datasets, distributions of normalized difference between true and estimated time (Δt) for within-population divergences were centered around zero for BEAST (Fig. 2a). BEAST-BD and BEAST-Skyline performed the best, and BEAST-Constant showed a slight tendency to overestimate times (Fig. 2a). BEAST-Yule overestimated divergence times with much higher median Δt than other tree priors (Fig. 3a). In contrast, RelTime showed a tendency to underestimate within-population divergences (median Δt < 0; Fig. 2a), because it assigns a time equal to 0 for nodes at which the tip sequences show a small amount of difference.

In contrast, BEAST tree priors assign a non-zero time to all the branches (Marin & Hedges, 2018). In our simulations, all the expected divergence times were non-zero, so the difference between the small non-zero divergence times assigned by BEAST and the expected values was smaller than the difference between the zero times assigned by RelTime and the expected values. However, this strategy would result in overestimation of times in BEAST if some of the sampled sequences were truly identical or the sequence divergence was very small. For example, Δt for nodes < 0.1% of the root (ingroup) height was always larger than 0 for BEAST, but it was smaller for RelTime (Fig. 4). Consistent with this pattern is the observation that RelTime produced fewer outlier Δt values as compared to BEAST (numbers in parentheses in Fig. 2a and 3a).
Patterns for coalescent time (tMRCA) estimates were similar to those for within-population divergences for BEAST and RelTime (Fig. 2b and 3a), except that the median $\Delta t$ were closer to zero for BEAST-Constant, BEAST-Yule, and RelTime (Fig. 2b and 3a). RelTime performed better in estimating species tMRCA’s than within-population divergences because the effect of very short branches was much smaller. All methods performed well for interspecies comparisons, and $\Delta t$ values were generally close to zero (Fig. 2c and 3a).

Overall, the analyses of data simulated under a strict clock and without any ILS produced similar patterns among divergence levels. Interestingly, such baseline situations have not been analyzed previously. So, with this baseline, we can begin to assess the impact of biological complexities on divergence time inference over different time scales. For example, a major biological feature of the data utilized in phylogeography studies is the presence of incomplete lineage sorting (ILS). We examined whether the presence of ILS has any impact on node time estimates. For this comparison, we used time slopes, because the presence of ILS does not allow one to distinguish between within-population, coalescence, and inter-species divergences clearly. The distributions of time slopes, derived from 100 simulated datasets in each case, are shown for RelTime (gray), BEAST-Yule (red), BEAST-BD (blue), BEAST-Constant (green), and BEAST-Skyline (yellow) (Fig. 5). Generally, BEAST analyses under distinct tree priors and RelTime performed well, with time slopes showing a sharp peak close to 1 for no-ILS (Fig. 5a) and ILS phylogenies (Fig. 5d). Interestingly, the dispersion of time slopes for ILS phylogenies was smaller than that for the no-ILS phylogenies (Fig. 5a and d), which is likely because no-ILS phylogenies contained a higher amount of short branches near the tips of the phylogeny as compared to the ILS phylogenies (e.g., Fig. 1).

Branch Rates Varying Independently (IBR)

The presence of evolutionary rate variability across branches produced results similar to those observed for the strict clock for most of the methods (Fig. 2 and 4). The main problem was observed in BEAST-Yule analysis, in which the overestimation of times became more acute (Fig. 3b) and time slopes showed clear departure away from 1 (red curves in Fig. 5b and e). These results agree with Ritchie et al. (2017)’s report about the worse performance of BEAST-Yule for ILS phylogenies, but our analyses...
showed that this problem becomes even more acute for no-ILS phylogenies (Fig. 5b, red curve). RelTime performed well for both no-ILS and ILS phylogenies simulated under the IBR model. For intra-population nodes, RelTime underestimated times slightly (Fig. 2d), but in RelTime time slopes were closer to 1 than those from BEAST analyses, although dispersion around the mean was slightly higher for RelTime (Fig. 5b and e).

As expected, the variability of evolutionary rates caused a greater dispersion of times slopes for BEAST and RelTime for no-ILS datasets (Fig. 5a vs. 5b) and ILS datasets (Fig. 5d vs. 5e). However, the difference in dispersion for no-ILS and ILS datasets was rather small (Fig. 5a vs. 5d and Fig. 5b vs. 5e), which can be observed through the similar standard deviation (SD) values of the distribution of slopes. Overall, we found that all methods performed similarly for no-ILS and ILS phylogenies. The exception was BEAST-Yule analyses, in which the mean of the distribution of slopes was closer to one with SD values considerably lower in ILS simulations (SD=0.124 for no-ILS datasets and SD=0.074 for ILS datasets) (Fig. 5b vs. 5e).

Branch rate variation with autocorrelation (ABR)

In the analysis of CBR and IBR datasets, we were able to assume correct evolutionary rate prior in the BEAST analyses. However, BEAST did not have a facility to select an autocorrelated clock model, so we examined how the use of IBR model for ABR datasets impacts performance. There was not much difference between the time slopes for IBR and ABR models in no-ILS phylogenies, except for the BEAST-Yule analyses (Fig. 5b vs. 5c). This means that the violation of the clock model in BEAST when analyzing ABR datasets, caused limited performance detriment. However, the dispersion of time slopes was markedly higher for datasets with ILS (Fig. 5e vs. 5f). RelTime produced a distribution of error that was slightly narrower when compared to BEAST under the BD and coalescent tree priors (Fig. 5f). Interestingly, BEAST-Yule’s performance for ABR datasets with ILS turns out to be better than other BEAST analyses (Fig. 5f). This result differs from IBR analysis in our simulation and the conclusion of Ritchie et al. (2017), which is made only based on BEAST-Yule’s performance under the IBR model.

Discussion
Bayesian methods are frequently used to estimate sequence divergence times in inferring phylogeography of species and populations. However, there has been a paucity of computer simulation studies assessing their accuracy, apart from Ritchie’s et al. (2017) study. We have conducted simulations under a variety of scenarios to explore the accuracy of Bayesian time estimates in mixed sample phylogenies with the presence of ILS, the violation of a strict molecular clock, and the misspecification of branch rate model (Table 1). Also, we have compared the performance of Bayesian methods with RelTime, a non-Bayesian approach. Thus, we were able to access the impact of tree priors on divergence time estimation in BEAST and showed that BEAST performs well for this kind of dataset. Besides this, we found that RelTime is a reliable and computationally efficient method for estimating divergence times in phylogeographic, phylodynamics and species delimitation studies. In these evaluations, we chose not to study the impact of calibrations on time estimation as other molecular dating studies have done before (Duchêne, Lanfear, & Ho, 2014; Warnock, Parham, Joyce, Lyson, & Donoghue, 2014; Warnock, Yang, & Donoghue, 2017) in order to avoid confounding the impact of calibrations with that of rate models and other priors.

First, we found that RelTime performed well in inferring timetrees for datasets with mixed sampling. RelTime’s performance was comparable to the performance of BEAST when birth-death, constant coalescent and skyline tree priors were used. We found that RelTime’s performance was the least affected by the range of simulated scenarios. It is because RelTime does not require a priori specification of tree priors or rate models and directly estimates relative lineage rates and times from branch lengths. In RelTime, the relative rate between sister lineages is the ratio of the evolutionary depths of the two lineages and a relative rate framework is used. This approach contrasts with Bayesian methods, which require the specification of a branch rate model. Therefore, the varying modes of the rate of evolution simulated as well as the presence/absence of ILS did not impact RelTime performance as much as they did impact BEAST under some tree priors. Importantly, RelTime outperformed BEAST in estimating divergences when the branch rates were autocorrelated. As Tao et al. (2019) have shown that the autocorrelation of rates is common in molecular phylogenies, RelTime will perform better than BEAST in empirical data analysis of
datasets with a mix of inter and intra-species divergences. RelTime also performed well for ILS phylogenies, which is essential because ILS is widespread for datasets with mixed sampling in phylogeographic studies (Jennings & Edwards, 2005; K. Wang et al., 2018).

We have also found that the performance of BEAST-Yule varied greatly depending on the presence/absence of rate variation, ILS, and rate autocorrelation. Setting the performance of BEAST-Yule aside, one can conclude that the presence of rate variation introduced ≥3x more uncertainty in time estimation (for instance, the SD in slopes’ distribution was ~0.019 and ~0.103 for ILS datasets under CBR and ABR, respectively). The difference was the highest for ILS datasets with the ABR model. Interestingly, our simulation results suggest that the accuracy of dating with datasets containing a mix of inter- and intra-species sampling may not be strongly impacted by the actual shape of the phylogenetic trees, as ILS and no-ILS phylogenies resulted in the similar performance of the dating methods. For BEAST-Yule, the performance was significantly improved when ILS data was analyzed, mainly for ABR simulations. This improvement is likely because of a trade-off between the fact that no-ILS phylogenies contain many more closely-related sequences for which divergence dates are harder to estimate. The number of short branches close to the tips of the phylogeny is much higher in no-ILS than in ILS phylogenies (see Fig. 1). This pattern leads to a stronger violation of the Yule process than in the case where ILS was allowed to occur, but it does not appear to impact dating with BD and coalescent priors. This difference is likely because the Yule prior has less flexibility when compared to the other ones, as it considers all divergences to be speciation events and does not model extinction).

Here, for datasets under CBR evolution, the choice of tree priors had little impact on BEAST results. In CBR phylogenies, the confounding effect of times and rates is less problematic than the case in which rates vary among branches. It is, however, important to note that BEAST analyses used a strict clock prior in such cases, so we expect it to perform better than RelTime (which does not assume any a priori rate model).

Our analyses confirmed conclusions reached by Ritchie et al. (2017) about the poor performance of BEAST-Yule analyses as compared to BEAST-BD and BEAST-Skyline. Besides this, our analysis of no-ILS phylogenies with IBR model extends this
conclusion, as we have found BEAST-Yule to perform even worse for no-ILS datasets as compared to ILS datasets. However, we find that those conclusions do not apply for ABR phylogenies. In the light of the knowledge that the ABR model likely applies for molecular phylogenies and that ILS is likely to be present in mixed sample datasets, BEAST-Yule’s better performance is noteworthy. Overall, however, BEAST-Skyline approach appears to perform the best across all rate and lineage sorting models, which is likely due to the greater flexibility of the Skyline approach (Drummond et al., 2005) that does not assume a constant population size and can accommodate increased diversification in recent times.

Lastly, although equivalent in performance, RelTime generates time estimates orders of magnitude quicker than Bayesian approaches. RelTime has increasingly been used to estimate divergence times for large trees and phylogenomic data (e.g. Bond et al. 2014; Mahony et al. 2017; Irisarri et al. 2018; Shin et al. 2018) and was already reported as a robust method for dating large datasets (Filipski, Murillo, Freydenzon, Tamura, & Kumar, 2014; Mello et al., 2017; Tamura et al., 2012). Here, we extend its applicability to datasets that have a mixture of intra- and inter-species sampling, as frequently found in phylogeographic, phylodynamics and species delimitation studies, without assuming a priori any model for the branching process on the tree or the branch rate variation.

In conclusion, our simulations covered a wide range of modes of evolution that considered distinct scenarios of rate evolution (CBR, IBR, and ABR) and presence/absence of ILS, many of which was never carried out before for datasets with a mixed sampling of intra- and inter-species sequences. Therefore, our study provides important insights about the impact of tree priors on divergence time estimation in BEAST. Comparisons between BEAST and RelTime’s performance on mixed sampling data also showed that RelTime could be used as a reliable and computationally efficient alternative for estimating divergence times in phylogeographic, phylodynamics and species delimitation studies.
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Table 1. Computer simulation scenarios considered in this article.

<table>
<thead>
<tr>
<th>Branch rates</th>
<th>BEAST ILS</th>
<th>BEAST No ILS</th>
<th>RelTime ILS</th>
<th>RelTime No ILS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant (CBR)</td>
<td>New</td>
<td>New</td>
<td>New</td>
<td>New</td>
</tr>
<tr>
<td>Independent (IBR)</td>
<td>Ritchie et al.</td>
<td>New</td>
<td>New</td>
<td>New</td>
</tr>
<tr>
<td>Autocorrelated (ABR)</td>
<td>New</td>
<td>New</td>
<td>New</td>
<td>New</td>
</tr>
</tbody>
</table>

ILS, the presence of incomplete lineage sorting. No-ILS, the absence of incomplete lineage sorting.
Figure 1. An example of the diversity of trees used in this study. Panels a-c, trees simulated without lineage sorting (no-ILS); d-e, trees simulated with incomplete lineage sorting (ILS). a and d were simulated under a constant branch rate (CBR) model; b and e were simulated under an independent branch rate (IBR) model; and c and f were simulated under an autocorrelated branch rate (ABR) model.
Figure 2. Boxplots of the differences between true and estimated times normalized by the true times (simulations under no-ILS). Constant branch rates in the top panels (a-c), independent branch rates on the middle panels (d-f), and correlated branch rates on the bottom panels (g-i). Left-hand panels a, d and g display normalized difference values for population intra-divergences; center panels b, e and h for species coalescent times; and right-hand panels c, f and i for inter-species divergences. The number inside parentheses indicate the number of outliers, which are not displayed in the figure.
**Figure 3.** Performance of the Yule prior to estimating divergence times in BEAST under the absence of lineage sorting (simulations under no-ILS). a-c, normalized differences between actual and estimated times for intra-population divergences, species tMRCAs, and inter-species divergences. The number inside parentheses indicate the number of outliers, which are not displayed in the figure.
Figure 4: Boxplots of the differences between actual and estimated times normalized by the true times for nodes < 0.1% of the root (ingroup) height in simulations under CBR and no-ILS (100 replicates). The number inside parentheses indicate the number of outliers, which are not displayed in the figure.
Figure 5. Histogram of slope values resulting from the regression lines between true times and inferred times at RelTime (gray) and BEAST under distinct tree priors: Yule (red), birth-death (blue), constant-size coalescent (green) and skyline coalescent (yellow) (for 100 simulations). Mean and standard deviation (in parentheses) values are displayed inside each panel colored according to the method. Top panels (a-c) display results under the absence of lineage sorting (no-ILS), while bottom panels (d-f) under the presence of incomplete lineage sorting (ILS). Constant branch rates on the left (a and d), independent branch rates on the center (b and e) and correlated branch rates on the right (c and f).