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Abstract

Ongoing advances in sequencing technology have led to an explosive expansion in the molecular data available for
building increasingly larger and more comprehensive timetrees. However, Bayesian relaxed-clock approaches frequently
used to infer these timetrees impose a large computational burden and discourage critical assessment of the robustness
of inferred times to model assumptions, influence of calibrations, and selection of optimal data subsets. We analyzed
eight large, recently published, empirical datasets to compare time estimates produced by RelTime (a non-Bayesian
method) with those reported by using Bayesian approaches. We find that RelTime estimates are very similar to Bayesian
approaches, yet RelTime requires orders of magnitude less computational time. This means that the use of RelTime will
enable greater rigor in molecular dating, because faster computational speeds encourage more extensive testing of the
robustness of inferred timetrees to prior assumptions (models and calibrations) and data subsets. Thus, RelTime provides
a reliable and computationally thrifty approach for dating the tree of life using large-scale molecular datasets.
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Introduction

Progress in sequencing technology has led to a two-
dimensional expansion of datasets being used for dating
evolutionary divergences, because both the number of sites
in the sequence alignment and the number of included
taxa are increasing quickly (Perelman et al. 2011; Pyron
2014; Cannon et al. 2016; Kumar and Hedges 2016;
Tarver et al. 2016). Large time-calibrated phylogenies gen-
erated using these data provide new insight into evolution-
ary patterns and the underlying processes responsible for
the biological diversity around us (Kumar 2005; Ho and
Duchêne 2014; Kumar and Hedges 2016; Dos Reis et al.
2016).

With the rise of big data, the application of Bayesian
approaches for dating cladogenetic events is becoming
computationally demanding. Computational time re-
quirements increase exponentially with increases in the
number of species and the sequence length (Battistuzzi
et al. 2011; Tamura et al. 2012). For example, it takes
almost half a day to compute divergence times in a data-
set with 43 species (�55k sites); and multiple days to esti-
mate a timetree for 274 mitochondrial sequences (first and
second codon positions) on a personal computer (IntelV
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Core i7VR CPU @ 4.0GHz). Such slow speeds hinder discovery
and can lead to suboptimal scientific practices, because they
discourage tests of the robustness of inferred timetrees to
the model and calibration assumptions.

Recently, ultra-fast non-Bayesian dating methods have
been developed, which incorporate the possibility of rate var-
iation from branch to branch and include multiple calibration
points (Tamura et al. 2012; To et al. 2015). RelTime first trans-
forms an evolutionary tree with branch lengths, in the units of
number of substitutions per site, into an ultrametric tree with
relative times. This is accomplished by estimating branch-
specific relative rates for descendants of each internal node,
by using the fact that the time elapsed from the most recent
common ancestor of two sister lineages is equal when all the
taxa are contemporaneous (Tamura et al. 2012). The final
timetree is obtained by converting the ultrametric tree into
a timetree using one or more calibrations points (Kumar and
Hedges 2016).

Ultra-fast non-Bayesian methods have already been
shown to produce excellent time estimates for simulated
data (Tamura et al. 2012; Filipski et al. 2014; To et al.
2015). For example, the performance of RelTime was com-
parable to Bayesian approaches in computer simulations
where large sequence datasets were generated under condi-
tions with autocorrelated and independent rates among lin-
eages [e.g., Fig. 5A–C in Tamura et al. (2012)]. Also, RelTime
sometimes produced estimates that were frequently more
accurate than Bayesian and other approaches (Sanderson
2003; Yang 2007), especially when there was a 50% rate
increase in a specific clade [Fig. 5E–F in Tamura et al.
(2012)]. We have found RelTime estimates to be robust to
missing data, even when sequences from a majority of genes

Letter
Fast

T
rack

� The Author 2016. Published by Oxford University Press on behalf of the Society for Molecular Biology and Evolution.
All rights reserved. For permissions, please e-mail: journals.permissions@oup.com

Mol. Biol. Evol. 34(1):45–50 doi:10.1093/molbev/msw247 Advance Access publication November 11, 2016 45

Deleted Text: (
Deleted Text: (
Deleted Text: (
Deleted Text: (


for many species were absent from the alignment (Filipski
et al. 2014). Importantly, non-Bayesian approaches complete
calculations thousands of times faster than the fastest
Bayesian method (Dos Reis and Yang 2011), with even
greater speed advantage for larger numbers of sequences
(Tamura et al. 2012; To et al. 2015).

However, it is not clear if RelTime produces divergence
time estimates are comparable to those obtained using
Bayesian methods on empirical data, especially when the
datasets are very large. If this is true, then RelTime would
provide a computationally tractable alternative to Bayesian
methods. Therefore, we directly compared Bayesian and
RelTime methods by reanalyzing eight large-scale empirical
datasets obtained from recently published studies (table 1). In
these sequence alignments, the number of taxa ranged from
36 to 274 and the number of sites ranged from 7,370 to
20,593,949 (nucleotides or amino acids). These datasets rep-
resent some of the largest timetree analyses performed to
date. To ensure comparability, we used identical substitution
models, calibrations, and tree topologies in divergence time
estimation by Bayesian and RelTime methodologies
(see “Material and Methods” section).

Results
For each dataset, we found an extremely high correlation
between Bayesian and RelTime estimates (0.88–0.99), with
the slope of linear regression through the origin ranging
from 0.91 to 1.07 (fig. 1; table 2). These correlations remain
very high even when nodes with calibrations are excluded
from the analysis (table 2), which is important to test because
the inclusion of calibrated nodes inflates correlation by con-
straining the node age estimates to a narrow range in
Bayesian and non-Bayesian methods. RelTime produced
time estimates similar to Bayesian approaches for nuclear
and mitochondrial DNA data and amino acid data from nu-
clear genes analyzed, in substantially less time. For example,
MCMCTree (the fastest Bayesian implementation) took 650
times longer than RelTime to estimate evolutionary timing
for a mitochondrial dataset of 274 taxa and 7,370 sites
(Mammals A) on the same machine (IntelV
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XeonVR CPU @
2.4GHz).

We also calculated the difference between RelTime and
Bayesian estimates for each node and normalized it by the

Bayesian time estimate for that node. The absolute mean of
these normalized differences over the whole tree was fairly
low (4.7–23.7%; table 2). These are relatively small differ-
ences when considering that Bayesian credibility intervals
(CrIs) are generally much wider, e.g., the mean CrI width
is 63% of the Bayesian times for three datasets for which CrIs
of node times were available from published supplementary
information (Meredith et al. 2011; Misof et al. 2014); or
could be inferred (Bond et al. 2014). Therefore, concor-
dances between RelTime and Bayesian time estimates are
high.

While summary statistics show broad agreement between
RelTime and Bayesian methods, scatterplots in figure 1 do
reveal notable differences. The biggest differences are ob-
served for the Birds (B) dataset, which consists of 198 bird
species (plus two outgroups) with a sequence alignment
spanning 101,781 bases. Here, the correlation between
RelTime and Bayesian dates is the lowest (0.88) and the rela-
tionship between RelTime and Bayesian dates is balloon-
shaped. To better understand the factors contributing to
this difference, we overlaid timetrees produced by RelTime
and Bayesian methods. This comparison revealed one large
clade (fig. 2A, clade 1) in which Bayesian time estimates were
up to 54% older than RelTime estimates (35% older on aver-
age). This clade consists of 50 species of Neoaves (stem
Psittaciformes node). We examined root-to-tip branch
lengths in clade 1 (fig. 2B), because we have previously found
that Bayesian methods may produce older dates when there
are large clade-specific increases in evolutionary rates [Fig. 5E
in Tamura et al. (2012)]. Indeed, clade 1 has experienced a
significant rate acceleration, because root-to-tip lengths are
45% longer than the rest of the tree (fig. 2B and C). In fact,
similar patterns are observed for other rate-accelerated clades
highlighted in figure 2.

Another noticeable divergence between RelTime and
Bayesian estimates is observed for one node in the metazoan
dataset (fig. 1E). The RelTime estimate for the most recent
common ancestor (MRCA) of Chaetognatha is 49% smaller
than the Bayesian time. We found that the posterior distri-
butions of times in Bayesian analyses are multi-modal for this
node (fig. 3) and that the RelTime estimate for this node lies
within one of the highest density peaks, which is younger
than the other two. Multi-modality of posterior distributions
can be caused by strong correlation of parameters and/or by

Table 1. Detailed Information about the Large-Scale Datasets Analyzed

Data Name Data Typea Site Count Taxa Count Calibration Count Substitution Modelb Software Used Data Reference

Mammals (A) N 20,593,949 36 25 HKY þ G4 MCMCTree Dos Reis et al. (2012)c

Mammals (B) M 7,370 274 33 HKY þ G4 MCMCTree Dos Reis et al. (2012)c

Mammals (C) A 11,010 162 64 JTT þ G4 MCMCTree Meredith et al. (2011)
Spiders A 55,447 43 8 WAG þ G5 RelTime Bond et al. (2014)
Metazoans A 38,577 54 33 LG þ G4 þF MCMCTree Dos Reis et al. (2015)
Insects A 220,091 144 38 LG þ G4 BEAST Misof et al. (2014)
Birds (A) N 722,202 51 18 HKY þ G4 MCMCTree Jarvis et al. (2014)
Birds (B) N 101,781 200 20 GTR þ G4 þ I BEAST Prum et al. (2015)

aN¼ nuclear DNA; M¼mitochondrial DNA; A¼ amino acid (nuclear).
bThe model that was used for the majority of partitions, if applicable. The number of discrete categories to approximate the Gamma distributions is shown.
cThe study used two distinct mammalian data sets to estimate divergence times.
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lack of stationarity of MCMC calculations (Yang 2014, p. 229).
For many nodes, time estimates themselves varied extensively
when different calibration probability densities (e.g., uniform,
skew-normal, and Cauchy) were applied in Bayesian analyses
(Dos Reis et al. 2015). Therefore, we do not consider the
differences between RelTime and Bayesian methods to be
significant in this case.

Differences between RelTime and Bayesian estimates can
arise for a number of reasons. For example, Beaulieu et al.
(2015) have shown that heterogeneity of rate models among
clades (including acceleration of rates and increased

dispersion in rates) can lead to overestimates in Bayesian
divergence times, because current Bayesian methods fit the
same branch rates model (e.g., lognormal) to the whole tree.
Consequently, differences between Bayesian and RelTime es-
timates could arise due to the fact that RelTime does not
require the same statistical distribution with the same set of
parameters to model rate heterogeneity in the tree.
Differences could also arise because Bayesian methods incor-
porate a prior to describe branching process across the tree
(e.g., birth–death or Yule process), which may not fit the
whole tree, especially in a large phylogeny. RelTime does
not assume an underlying diversification process, so a lack
of consistent birth-death or Yule diversification among clades
is unlikely to affect RelTime estimates.

Overall, we conclude that the concordance of time esti-
mates between Bayesian and RelTime approaches is strong
across datasets that vary extensively in numbers of taxa and
length of the sequence alignment. Therefore, RelTime pro-
vides an accurate and computationally-efficient approach to
estimate times when Bayesian methods are infeasible.
Furthermore, achieving similar results from two distinct
approaches increases our confidence in biological conclu-
sions. As Bayesian methods require many more priors than
RelTime (Kumar and Hedges 2016), we recommend that
RelTime should be applied along with Bayesian and other
approaches (Yang 2007; Drummond et al. 2012; Ronquist
et al. 2012; Smith and O’Meara 2012). At the same time, it
is important to note that the absolute times produced by

Table 2. A Summary Comparison of Time Estimates Produced by
Bayesian and RelTime Methods

Dataset All Nodes Nodes Without Calibrations

% Diff R2 Slope % Diff R2 Slope

Mammals (A) 4.7 0.99 0.99 1.5 0.98 1.00
Mammals (B) 11.7 0.99 1.02 13.0 0.97 1.03
Mammals (C) 8.5 0.97 1.07 10.7 0.97 1.11
Spiders 14.4 0.94 1.01 15.1 0.92 1.00
Metazoans 6.4 0.95 0.97 10.1 0.91 0.96
Insects 20.7 0.92 1.07 24.2 0.90 1.10
Birds (A) 9.2 0.96 0.91 9.1 0.97 0.92
Birds (B) 23.7 0.88 0.99 25.7 0.86 0.98

NOTE.—% Diff, absolute mean of the normalized difference between time estimates
from RelTime and Bayesian methods. R2, linear fit coefficient values. Slope, those of
the linear regression line through the origin.
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FIG. 1. Comparison of Bayesian and RelTime time estimates for each of the datasets analyzed. Each point represents an estimate of absolute time
via Bayesian (x-axis) and RelTime (y-axis) methods. Each graph contains the linear regression through the origin (dashed line), and the slope and
linear regression coefficient (R2) values. Calibrated nodes are shown in green. The names inside panels refer to table 1: (A–C) Mammalian datasets;
(D) Spider dataset; (E) Metazoan dataset; (F) Insect dataset; (G–H) Bird datasets.
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RelTime and Bayesian methods rely strongly on the assump-
tion that the calibrations are correct. Biological accuracy of
time estimates for RelTime and Bayesian methods is directly
dependent on calibration information and associated proba-
bility densities, which are usually based on empirical fossil-
derived data. Therefore, it is advisable to test the impact of
calibration information on the inference of divergence
times by applying protocols such as those proposed by
Battistuzzi et al. (2015).

Material and Methods

Data Acquisition
We obtained genomic datasets and timetrees from seven
recently published studies, including Meredith et al. (2011)
and Dos Reis et al. (2012) for mammals, Jarvis et al. (2014) and
Prum et al. (2015) for birds, Dos Reis et al. (2015) for meta-
zoans, Misof et al. (2014) for insects, and Bond et al. (2014) for
spiders. Alignment sizes, data types, the number of terminal
taxa, timing calibrations, and methodology originally em-
ployed are summarized in table 1. All divergence times
were originally inferred using the Bayesian software packages
MCMCTree (Yang 2007) or BEAST (Drummond et al. 2012),
except for the study of Bond et al. (2014), which estimated
divergence times via the RelTime method. Therefore, we used
the published alignments as provided in the original studies
to estimate divergence times. Whenever possible, timetrees
were obtained from the same studies. When the study did

not provide complete timetree data, we obtained the phy-
logenies instead and manually added divergence times based
on the node ages displayed on the original studies.

RelTime Inference
We used the same alignment, topology, calibrations and sub-
stitution model as in the original studies to estimate absolute
times in RelTime (Tamura et al. 2012). All RelTime calcula-
tions were carried out on the command line version of
MEGA7 (Kumar et al. 2012; Kumar et al. 2016) on an IntelV

R

XeonVR CPU E5-2665 @ 2.4 GHz machine. If distinct substitu-
tion models had been originally applied to different partitions,
we used the model originally applied to the majority of par-
titions. Since RelTime only requires minimum and/or maxi-
mum boundaries of calibrations, we used the boundaries
specified in original studies. If only the calibration density
distributions were provided in an original study, we derived
the boundaries based on the 95% cumulative probability of
density distributions for those calibrations. All calibrations
located on the root of the phylogenetic tree and on the
outgroup clade were automatically removed because the as-
sumption of equal rates of evolution between the ingroup
and outgroup sequences is not testable (Kumar et al. 2016). In
the primary analysis of the insect dataset (Misof et al. 2014),
we noticed that the calibration assigned by the authors to the
root node placed a strong constraint on their results, so we
instead used the maximum boundary of this root calibration

A B C

D

FIG. 2. (A) Bayesian and RelTime timescales for the Birds B dataset (Prum et al. 2015). The RelTime timetree is shown in blue, while the Bayesian is
shown in red. Dots indicate the calibrated nodes. The colored vertical bars highlight clades that show discrepancies between RelTime and Bayesian
analysis due to evolutionary rate acceleration (see text for discussion). (B) Phylogenetic tree with branch lengths estimated by the maximum
likelihood method. (C) Root-to-tip distances obtained using maximum likelihood branch lengths for clade 1 (cyan bar) as compared with the rest
of the tree (in black). (D) Scatter graph of Bayesian and RelTime estimates of node ages. Colored points correspond to discrepant clades highlighted
in panels A and B.
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as a maximum time for the most recent common ancestor of
the ingroup.

Bayesian Inference
Because Bond et al. (2014) originally used RelTime to estimate
divergence times, we used the same data in MCMCTree
(Yang 2007; Dos Reis and Yang 2011) to obtain Bayesian
estimates. Minimum and maximum times originally adopted
as calibration constraints were used as minimum and maxi-
mum values to delimit uniform distributions with soft
bounds (left and right tail probabilities equal 0.025) in
MCMCTree analysis. The time unit was set to be 100 million
years. We applied an independent rates model and the
WAGþC5 substitution model (Whelan and Goldman
2001) as authors originally did. We ran codeml under the
global clock model with point calibrations to derive a rate
estimate to use as the prior mean for the overall rate param-
eter (rgene_gamma¼ 0.8855 1). The rate drift parameter was
“sigma2_gamma¼ 1 1” and the parameters of the birth-
death process were “BDparas¼ 1 1 0”. Markov chain
Monte Carlo was sampled every 1000th generation until
ESS values were higher than 200 (after removing the burn-
in period). The analysis was carried out twice to check for
convergence of the chains.

Supplementary Material
Supplementary information is available at Molecular Biology
and Evolution online.
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